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(57) ABSTRACT 

A virtual interactive imaging system allows the displaying of 
high-resolution, three-dimensional images of medical data 
to a user and allows the user to manipulate the images, 
including rotation of images in any of various axes. The 
system includes a mesh component that generates a mesh to 
represent a surface of an anatomical object, based on a set 
of data of the object, such as from a CT or MRI scan or the 
like. The mesh is generated so as to avoid tears, or holes, in 
the mesh, providing very high-quality representations of 
topographical features of the object, particularly at high- 
resolution. The system further includes a virtual surgical 
cutting tool that enables the user to simulate the removal of 
a piece or layer of a displayed object, such as a piece of skin 
or bone, view the interior of the object, manipulate the 
removed piece, and reattach the removed piece if desired. 
The system further includes a virtual collaborative clinic 
component, which allows the users of multiple, remotely- 
located computer systems to collaboratively and simulta- 
neously view and manipulate the high-resolution, three- 
dimensional images of the object in real-time. 
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METHOD AND APPARATUS FOR VIRTUAL 
INTERACTIVE MEDICAL IMAGING BY 

MULTIPLE REMOTELY-LOCATED USERS 

This application claims the benefit of Provisional U.S. 
Patent Applications No. 60/107,286, filed on Nov. 6, 1998 
and entitled “Reconstruction of Serial Sections (ROSS 3-D 
Reconstruction Program)”; Ser. NO. 60/107,509, filed on 
Nov. 6, 1998 and entitled “Polygon Reduction in 
3-Dimensional Meshes”; Ser. No. 60/107,284, filed on Nov. 
6, 1998 and entitled “Mesher: Three-Dimensional Surface 
Generation from Volumetric Data Sets”; and Ser. No. 
60/107,390, filed on Nov. 6, 1998 and entitled “Virtual 
Surgery Cutting Tool”, each of which is incorporated herein 
by reference in its entirety. 

ORIGIN OF THE INVENTION 

The invention described herein was made in the perfor- 
mance of work under a NASA contract no. NCC2-1006 and 
is subject to Public Law 96-517 (35 U.S.C. 200 et seq.). The 
contractor has not elected to retain title to the invention. 

FIELD OF THE INVENTION 

The present invention pertains to the field of medical 
imaging systems and techniques. More particularly, the 
present invention relates to techniques for displaying and 
manipulating high-resolution, three-dimensional medical 
images. 

BACKGROUND OF THE INVENTION 

Various techniques have been developed for imaging 
internal structures and functions of the human body. 
Examples of such techniques include computed tomography 
(CT), magnetic resonance imaging (MRI), echocardigraphy, 
sonography, and nuclear medicine. The images are com- 
monly generated by first acquiring three-dimensional (3D) 
data using a tomographic imaging system, and then “recon- 
structing” the images based on the data. The reconstruction 
process is normally performed by software executing on a 
computer system such as a workstation or a personal corn- 
puter (PC). Advances in computer technology, including 
increases in the amounts of available processing power, have 
enabled more sophisticated ways of capturing and display- 
ing medical image data, such as stereoscopic rendering, 
animation, and virtual surgery. Nonetheless, there is still a 
great need for improvements upon such techniques, includ- 
ing improvements in image quality, new ways for users to 
interact with such images, and greater ease of use of 
biomedical image display systems. 

Current biomedical visualization techniques allow a user 
to view and manipulate a 3D image of an anatomical object, 
such as a skeletal structure or an organ. FIG. 1, for example, 
shows such an image of a skull, formed using such a 
technique. In that case, the data of the object acquired by the 
imaging system is typically reconstructed so that the surface 
of the object is represented as a “mesh” of interconnected 
polygons; the polygons, which are typically triangles, are 
defined by a set of interconnected vertices. One well-known 
technique for generating a mesh to represent the surface of 
an object is known as the “marching cubes” algorithm, 
described by W. Sc’tnoeder et al., The Visualization Toolkit, 
Prentice Hall PTR, Upper Saddle River, N.J., 1998, 
pp.i59-64. A high-quaiity image of the surface oflhe objcct 
requires that the mesh represent the minute topographical 
details of the surface with high fidelity. The realism provided 
by current surface visualization techniques is limited by the 

2 
number of polygons used to form the mesh and the size of 
the polygons. To increase the accuracy with which very 
small features of the surface are shown, it is desirable to use 
a larger number of very small polygons. However, while 

5 increasing the number of polygons may provide a more 
realistic surface, it also tends to drastically slow down the 
rendering process, particularly rendering in response to user 
manipulation of the images. As a result of these limitations, 
current visualization techniques generally cannot provide 
the amount of surface detail that is desired by medical 
practitioners. In addition, current techniques tend to intro- 
duce artifacts (flaws) into the image during the reconstruc- 
tion process. For example, one common problem associated 
with the marching cubes algorithm is that holes or tears can 

15 occur in the mesh due to inherent ambiguity in that algo- 
rithm. Hence, it is desirable to have an image visualization 
technique that provides more detailed surface representation 
with fewer artifacts and which can operate at an acceptable 
speed using conventional hardware. 

One area of advancement in biomedical visualization 
techniques is virtual surgery. In virtual surgery, a user (e.g., 
a physician) manipulates a computer input device to define 
an incision or a cut in a displayed anatomical object- 
Special-purpose software, sometimes referred to as a virtual 

25 cutting tool, allows the user to define the cut and view 
internal features of the object. Current virtual cutting tools 
are limited in the degree of realism they can provide. As 
noted above, one limitation lies in the number of polygons 
used to represent the surface to be cut. Processing speed 

30 requirements tend to limit the number of polygons that can 
be practically used. In addition, current virtual cutting tools 
restrict the shape of the cut made by the user to the vertices 
of the mesh. Hence, both the surface being cut and the cut 
itself tend to be ragged and/or unrealistic in appearance. 

35 Further, such cutting tools often do not accurately depict 
tissue thicknesses. Therefore, it is desirable to have the 
virtual surgery cutting tool which provides more realistic 
visualization of incisions or cuts, without increasing pro- 
cessing power requirements. 

Another area of interest is the ability to allow multiple 
users at different computer systems to collaboratively view 
and interact with biomedical images in real-time. For 
example, it is desirable to enable a numher of physicians 
using different computer systems that are remote from each 

45 other to view an image of an anatomical object simulta- 
neously; it is further desirable that when one user manipu- 
lates the image, the changes are instantly displayed to the 
other users. Such a system might be used to provide people 
living in remote mal areas with access to sophisticated 

50 medical knowledge, facilities, and techniques, such as are 
now associated mainly with urban centers. Another field 
where such capability would be particularly useful is in 
space exploration. For example, such a system might be 
used to allow doctors on Earth to interactively diagnose and 

55 treat astronauts in a spacecraft or on a future lunar or 
Martian base. 

One major obstacle to accomplishing this is that images 
tend to require very large amounts of daw Biomedical 
images in particular tend to be extremely data-intensive in 

60 order to provide image quality that is adequate for diagnosis 
and treatment. Consequently, speedy user interaction with 
such images tends to require a substantial amount of pro- 
cessing power and sophisticated hardware at the remote 
statioiia. N o w i n g  rcal-the, sizc!taneous interaction by 

65 multiple remote users is considerably more problematic, 
even with very high-speed communication links. Hence, it is 
desirable to have a technique for enabling multiple remote 

20 
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users to interact collaboratively with high-resolution medi- 
cal images in real-time. It is particularly desirable that such 
a technique not require expensive equipment or inordinate 
amounts of urocessing Dower at each remote station. 

FIG. 13 is a flow diagram showing a process for initiating 
the VCC environment; 

FIG. 14 is a flow diagram showing a process for imple- 
menting multiresolution display for the VCC environment; 

I. 

5 FIG. 15 shows a network configuration for an embodi- 
SUMMARY OF THE INVENTION ment of the VCC that includes a graphics supercomputer; - -  

The present invention includes a method and apparatus FIG. 16 is a flow diagram showing the overall process 
for enabling a number of geographically distributed users to 
collaboratively view and manipulate images of an object. A FIG. 17 is a flow diagram illustrating a process executed 
data structure including data representing the object is 10 by the graphics supercomputer for capturing and compress- 
maintained. The data structure includes a set of variables ing images; and 
that are shared by each of a number of remote processing FIG. 18 is a flow diagram showing a process executed by 
systems. The data structure further includes a number of the graphics supercomputer for transmitting packets to VCC 
models of the object, each of which corresponds to a clients. 

DETAILED DESCRIPTION different image resolution. Data is then multicast to each of 15 
the remote processing systems based on the data structure, 
to allow the image to be displayed on each of the remote A method and apparatus are described for enabling a 
processing systems. This includes dynamically selecting number Of gmgraPhicallY dktributed users to COllabora- 
from among the models of the object. Transmission of user tively view and manipulate high-quality, high-resolution, 3D 
inputs applied at each of the client systems is coordinated, 20 images Of anatomical objects based On tomograPhic data. 
to allow the image displayed on each of the client systems The method and apparatus are part of a virtual interactive 
to be updated in real-time in response to user inputs applied imaging system which, as described in greater detail below, 
at each other client system. allows the display of high-resolution, 3D images of medical 

implemented by the graphics supercomputer of FIG. 15; 

Other features of the present invention will be apparent d a h  to a user allows the user to manipulate the images. 
from the accompanying drawings and from the detailed 25 The system includes a mesh generation component that 
description which follows. generates high resolution meshes to represent surfaces of 

objects, based on data from a CT or MRI scan or the like. An 
example of a low resolution mesh is illustrated in FIG. 11E, 

and not limitation in the figures of the accompanying 30 the techniques described herein, meshes are generated so as 

and in which: quality representations of topographical features of the 
object, particularly at high-resolution. The system further 
includes a virtual surgery cutting tool that enables the user 

the removal of a piece or layer of a displayed 
object, such as a piece of skin or bone, view the interior of 
the object, manipulate the removed piece, and reattach the 

may be used to implement the virtual interactive imaging removed piece if desired. The system further provides a 
system; virtual collaborative clinic environment, which allows the 

FIG. 4 is a flow diagram illustrating a user interactive 40 users of multiple, remotely-located computer systems to 
process for configuring the virtual interactive imaging sys- collaboratively and simultaneously view and manipulate the 
tem for mesh generation; high-resolution, 3D images of an object in real-time. The 

FIG. 5 illustrates an example of a display presented to images may be rendered in four dimensions (4D), wherein 
user during execution of the routine of FIG. 4; the fourth dimension is time; that is, a chronological 

FIG. 6A is a flow diagram illustrating a process for 45 sequence of images of an object is displayed to show 
generating a mesh to represent the surface of an object; changes of the object over time (i.e., an animation of the 

FIG. 6B illustrates a portion of a mesh which is properly Object is 
constructed, such that the mesh no holes; FIG. 2 illustrates an embodiment of the virtual interactive 

imaging system 20. The imaging system 20 may be embod- FIG. 6C illustrates a portion of a mesh that is improperly 
50 ied as software, which may be written in C, C-H, or any constructed, such that the mesh has a hole; 

other suitable programming language. It should be noted, FIG. 7 is a flow diagram illustrating an overall process however, that the imaging system 20 may alternatively be associated with operation of the virtual cutting tool; embodied in hardware, or as a combination of hardware and 
FIG. * a process associated with the virtual software. Thus, the present invention is not restricted to any 

cutting tool, for use with flat bones such as the skull; of hardware and or software. The 

process of removing a section from a skull using a virtual virtual collaborative a i n i c  ( v ~ ~ )  22 that is opera- 
tively linked to the reconstruction unit 21. The reconstruc- cutting tool; 
tion unit 21 accesses medical image data stored in a database 

cutting tool, for use with the jaw or other non-flat bones; 60 23 for purposes of generating high-resolution, stereoscopic 
3-D images. n e  data may be CT data, MRI data, or any 

associated with the routine of FIG. 10; other type of tomographic medical data. Further, the tech- 
niques described herein can also be applied to other types of 

bone; data, i.e., outside the medical field, as will become apparent 

rations associated with the Virtual Collaborative Clinic The reconstruction unit 21 includes a mesher component 
(VCC); 24, a visualization module 25, a cyberscalpel 26, an input 

BRIEF DESCRIPTION OF THE DRAWINGS 
The present invention is illustrated by way of example which shows a mesh representing Part of ajaw bone. Using 

hawings, in which like references indicate elements to avoid tears, or holes, in the mesh, providing very high- 

FIG. 1 illustrates a 3-D image of a skull; 
FIG. 2 illustrates a virtual interactive imaging system in 35 to 

FIG. 3 
accordance with the present invention; 

a block diagram of a hardware Platform that 

55 particular 
9A1 9B7 9c and 9D showing a system 20 comprises a core reconstruction unit 21, and a 

FIG. 10 i l l ~ ~ t r a t e ~  a process associated with the virtual 

FIGS. 11A through 11D show a sequence of displays 

FIG. 11E shows an example of a mesh representing a jaw 

FIGS. 12A and 12B show two different network configu- 65 from the description which follows. 
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unit 27, and an animation unit 28. The mesher 24 generates system 20. Note that FIG. 3 is a high-level conceptual 
meshes to represent object surfaces based on the data stored representation that is not intended to be limited to any one 
in the database 23. The visualization module 25 generates particular architecture. The illustrated hardwarc platform 
images of patient data from medical scans. The cyberscalpel includes a central processing unit (CPU) 31, read-only 
26 is a virtual cutting tool for virtual surgery which allows 5 memory @OM) 32, random access memory (RAM) 33, and 
the user to simulate cutting of an anatomical object dis- a mass storage device 34, each connected to a bus system 41. 
played by the visualization module 25, using a conventional The bus system 41 may include one or more buses connected 
user input device. The cyberscdPe1 26 is operatively to each 0th~ through various bridges, COntrOllerS andor 
coupled to the input unit 27, which is operatively coup1ed to adapten, such as are well-known in the art. For example, the 
the mesher 24 and the visualization units 25. The visualiza- bus system 41 may include a system bus that is connected 

unit is coup1ed to the module 28. The through an adapter to one or more expansion buses, such as 
user input module 27 receives conventional user inputs for a peripheral Component Interconnect (pcI) bus. ~l~~ 

as may be provided from a mouse, touchpad, Or device 36, a display device 37, a printer 38, and audio output 
other standard user input device. The animation module 28 15 subsystem 39, and a communication device 40. 

The pointing device 36 may be any suitable device for 
provides the capability to animate displayed images, to show 

enabling a user to position a cursor or pointer on the display changes to the object over time (4D). 
The virtual cO1laborative clinic wee) unit 22 is an device 37, such as a mouse, trackball, touchpad, stylus, a 

extension of the reconstruction unit 21 which enables microphone with an audio input system and 

images and Prf0-g other functions* such coupled to the bus system 41 are a keyboard 35, a pointing 

located users to interact with the Same 3D 20 recognition software, ek. The display device 37 may data Set. As described in detail below, the vcc unit 22 m y  be any device for displaying alphanumeric, 
components that reside and On cal and/or video data to a user, such as a cathode ray tube 

(CRT), a liquid crystal display (LCD), or the like, and other, remote processing systems. The VCC unit 22 is 
designed to allow users at widely distributed locations to conuollers. Mass storage device 34 may include 

virtual environment, and to share all changes to these objects as a magnetic disk or tape, magneto-optical storage 
in real-time. Again, the images may be rendered in 4D in the device, or any of various types of Digital Disk 
VCC environment to show changes of the object over time. (DVD) or disk (CD) storage. ne 

The reconstruction unit 21 generally provides ease of use device 4o may be any device suitable for enabling the 
and generality in application. Realistic, 3D S t e r ~ ~ P i c  30 platform to co-micate data with another pro- 
images can be produced within minutes from medical scans. cessing system over c o m m u ~ c a ~ o n  link 42, such = a 
High package. It conventional telephone modem, a cable television modem, 
allows surgeons to visualize huge datasets, as from CT scans an Integrated services ~ i g i d  Network (ISDN) adapter, a 
of patients' faces and skulls, or of the lung or the heart, so Subscriber  in^ (XDSL) adapter, a network interface 
that very small defects are noticeable. The visualizations are 35 card (NIc) such as an Ethernet adapter, etc. ne audio 
based On meshes that may use several Of po1Ygoos subsystem 39 may include, for example, an audio sound card 
to describe surfaces. The mesher 24 employs an improve- and a speaker. of Course, many variations upon the illus- 

described below, which permits polygon reduction without system 20 described herein. 
the tearing that is common to marching cubes applications. 40 

1. MESHER 
surfaces to be reduced drastically (by as much as 98%) The mesher 24 (nG. 2) operates based on segmentation 
without losing topographical features. Polygon reduction to provide surface information, and automatic registration 
permits more effective use of a cyberscalpel 26, SO that followed by mesh generation to describe the surface(s). The 
surgeons can plan complicated surgery ahead of time, using 45 mesher 24 generates surface models of 3D objects imaged in 
realistic displays. a volumetric data set. The mesher 24 is similar to existing 

It should be recognized that, while the embodiments surface generation tools, except as otherwise described 
described herein are directed to medical applications, many herein. Although the mesher 24 is not restricted to medical 
aspects of the imaging system 20 can be applied outside of datasets, a more advantageous use of this application is 
the medical field. For example, using features of the imaging 50 thought to be in the generation of surface models of ana- 
system 20, researchers can bisect or otherwise cut into other tomical objects from CT and MRI medical data and the like. 
types of scientific reconstructions, such as geological map of Typical models include the surface of the shin and skull on 
a planet, to gain new insights. Polygon reduction with patients requiring reconstructive surgery and the surface of 
retention of topography also makes it possible to implement the heart for patients undergoing bypass graft surgery. The 
the imaging system 20 on a PC, so that stereoscopic, 3D 55 method is tailored to the kinds of contour data provided from 
visualizations can be manipulated in real-time on an inex- the source. 
pensive computer. A main benefit is to enable visualization FIG. 4 illustrates a user-interactive process performed by 
and interaction with patient-specific data in an immersive, the imaging system 20 in connection with mesh generation. 
virtual environment, which may be PC-based. Such The user interface to the mesher 24 provides an efficient 
PC-based systems can be placed on spacecraft. 60 means of interacting with the volumetric data to set param- 

As noted above, the imaging system 20 may be embodied eters necessary for the mesh generation. A key parameter is 
as software that can be implemented in a conventional PC; the threshold, which determines what portion of the data will 
however, the imaging system may also be implemented on constitute the surface boundary. Accordingly, at block 401 
a workstation, or any other suitable platform, or it may be the user is presented with a graphkd window depicting the 
distributed across two or more processing systems on a 65 volumetric data as an outlying cube, as illustrated in FIG. 5. 
network. FlG. 3 illustrates one example of a hardware This cube may be manipulated by the user with a mouse (or 
platform which may be used to implement the imaging other user input device) to an arbitrary orientation on screen. 

view and interact with a set Of 3D Objects a 25 any suitable & v i e  for storing large volumes of data, such 

is a main feature Of the 

merit upon the marching cubes algorithm, as be trated architecture can be used consistently with the imaging 

This approach allows the number of polygons describing 
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Three planes corresponding to the x, y, and z planes of the 
data volume, an example of which is shown as plane 51, are 
positioned by the user to intersect the data volume. At block 
402, the user places each plane at the desired location along 
its corresponding axis and displays the two-dimensional data 
associated with the intersection of the volume. Next, at 
block 403 the user adjusts the threshold value by moving a 
slider bar or other similar control. To view the threshold data 
for a desired plane, the user selects a check box for that 
plane. The threshold value for each plane initially may be set 
to a predetermined default value, so as to represent bone, for 
example. To facilitate the user’s selection of the boundary 
threshold, the display in each plane shows only those pixels 
whose value is: 1 )  equal to the threshold value and to 2) have 
at least one adjoining pixel with a value lower than the 
threshold value. The purpose of this operation is to display 
only the outline that will constitute a surface boundary, and 
not display any of the internal volume of the object. Every 
voxel in the volumetric dataset is classified as above or 
below this threshold, and at block 404 the surface is inter- 
polated to be the boundary between adjacent voxels that 
straddle the threshold. If the user accepts the current thresh- 
old setting at block 405, then at block 406 the rnesher 24 
generates a mesh to represent the surface using the current 
threshold setting. Otherwise, the routine repeats from block 
403, where the user selects another threshold value. 

FIG. 6A illustrates the process for generating the mesh 
(block 406) in greater detail, according to at least one 
embodiment. Initially, at block 601 the points that constitute 
the above-noted boundary are connected into a triangle- 
based mesh using the marching cubes algorithm. The march- 
ing cubes algorithm produces a mesh consisting of a mixture 
of polygon shapes. However, the mesher 24 performs addi- 
tional operations to produce a more regular, triangle-based 
mesh from the marching cubes generalized polygon mesh. 
An example of such a mesh is provided in FIG. 11E, which 
shows part of a mesh representing a jaw bone. The procedure 
includes dividing the polygons which have more than three 
sides into groups of connected triangles at block 602. Hence, 
the mesher 24 closely approximates small changes in cur- 
vature of the object as it re-generates the mesh. The resulting 
more regular, triangular mesh leads to greater coherency in 
the surface structure and a more realistic representation of 
the data. 

At block 603, all triangles with no area (i.e., triangles for 
which two or more vertices lie on top of one another) are 
eliminated-this step prevents tearing (occurrence of holes) 
and spurious surfaces in the model during subsequent opem- 
tions on the mesh. Such tears are common to 3D reconstruc- 
tions that are based on the marching cubes algorithm alone. 
FIG. 6C illustrates an example of a portion of a mesh that 
has a hole, as often results from using the marching cubes 
algorithm alone. Note that the triangles in the left and right 
cubes connect the intersections on their shared face in a 
different way, such that they do not share edges. The result 
is a single surface that contains a hole. In contrast, FIG. 6B 
illustrates an example of a portion of a mesh that has no 
holes. Note that the triangles in the left and right cubes 
connect the intersections on their shared face in the same 
way, such that they share edges. The result is two discrete 
surfaces that do not contain any holes. Hence, the present 
technique for surface generation allows for generation of 
meshes that may be reduced greatly without losing surface 
integrity or topography. Retention of surface integrity and 
topographical features is important for implementation of 
interactive tools such as the cyberscalpel 26 (FIG. 2), since 
the quality of the initial model is propagated throughout 
subsequent operations on the data. 

8 
Generation of a surface mesh tends to produce many 

distinct objects bounded by a surface. In general, only a few 
of these objects are of interest, and the others constitute 
artifacts produced by noise found within the volumetric 

5 data. Accordingly, as a final step in the mesh generation 
process, such unwanted objects are removed at block 604. 

Once the mesh is generated, the visualization module 25 
takes over. The visualization module 25 has features to 
permit greater versatility in viewing the images. The main 

10 functionalities of the visualization module 25 include three 
display modes for viewing 3D models: 1) wire frame, 2) 
gourad shading, and 3) semi- to full-transparency of selected 
objects. The visualization module 25 also provides for 
interactive manipulation of objects with the mouse (or other 

15 user input device), such as rotation, translation, and zoom; 
objects can be turned off or cut into any direction by 
arbitrary cutting planes. 

The animation module 28 provides for animations by 
saving key frames in sequence to create an animation file. 

2o These animations are viewable on many platforms, includ- 
ing the monitor screen, and can be videotaped. 

One significant feature of the mesher 24 is that it was 
designed to use the maximum range of gray levels present in 
the data, rather than resampling the data to fit a standardized 
range. A typical standardized range of gray levels is 8 bits in 
length, allowing 256 distinct gray levels, whereas raw CT 
data are I2 bits, or 4096 distinct gray levels. Retaining the 
higher resolution in the volumetric data provides a smoother 

3o surface reconstruction (a finer-grain image) that leads to 
improved realism in visual appearance. 

25 

II. CYBERSCALPEL 

The cyberscalpel 26 uses a mesh that is reduced from its 
35 original million or more polygons (as generated by the 

mesher 24) to a number more practical for speedy interac- 
tion with a cutting tool. Retention of geometry during mesh 
reduction is essential to implementation of interactive tools, 
since the goal is virtual surgery that is reasonably accurate 

40 in detail. The QSlim program from Carnegie Mellon Uni- 
versity can be used to perform mesh reduction, and is 
believed to yield excellent results in either Unix or NT based 
operating systems. Mesh reduction can alternatively be 
performed as a reduction in the number of vertices based on 

45 minimization of the local mesh curvature. In at least one 
embodiment, the mesh is reduced to 50,000 polygons, which 
is far in excess of that used by many who are developing 
tools for virtual surgery. Thus, the imaging system 20 
permits use of higher fidelity 3D reconstructions than do 

50 other packages, producing a more realistic image for inter- 
action when preparing for surgery or when learning new 
procedures. 

Refer now to FIG. 7, which shows an overall process 
associated with operation of the virtual cutting tool. Prior to 

55 initiating virtual surgery, the number of polygons in the 
mesh is reduced at block 701, using techniques such as those 
mentioned above. At block 702, the cyberscalpel 26 is 
invoked, receiving user inputs defining one or more points 
representing a cut on the outer surface of the displayed 

60 object. The user inputs may be entered from a conventional 
user input device, such as a mouse. For example, in one 
embodiment the operator decides where a cut should begin 
and how it should extend along the external surface of the 
object. Points are placed by the user on the surface of the 

65 object using the mouse (or other pointing device) one after 
another until the cut is outlined. FIG. 9A illustrates an 
example of four user-defined points (dark dots) placed on the 

e 

I 

I 
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top of a skull image, using this technique. FIGS. 9A, 9B, 9c 
and 9D illustrate steps in the process of removing a section 
from a skull using thc cybcrscalpel 26. At block 703, thc 
cyberscalpel 26 generates a new mesh based on the user- 
specified points. 

Two different virtual cutting techniques are implemented 

process. Referring to FIG. 10, at block 1001, a location is 
selected by the user about midway on the external surface of 
the jaw (in this example), where the cut is to be made. At 
block 1002, a cutting plane 101 is then displayed as inter- 

5 secting the object at this user-selected location, as shown in 
FIG. 11B. At block 1003, an algorithm computes vertices 
which result from the intersection of the polygons, edges 

geometry of bones and other tissues and Organs Of the existing polygons at block 1004, connecting existing verti- 

is visualized as a shaded solid, as shown in FIGS. 9A, 9B by a line along the virtual jaw to assist in placement of the 
and 9C. The underlying mesh is not visible. Although only cuts before separation of the objects, as shown in FIG. 11C. 
the external surface is apparent to the viewer, the inner At bl& 1005, an algorithm then separates the mesh into 
surface is also reconstructed. connected components, creating new objects, which can 

FIGS. 8 illustrates a process performed by the cyberscal- then be manipulated independently, as shown in FIG. 11D. 
pel 26 for flat bones, such as the skull. At block 801, as the l5 As with the flat bone embodiment of the cyberscalpel 
user defines points on the outer surface of the object (see (described above), vextices on the cut edge of the inner 
FIG. 9A), simultaneously points on the inner surface, which surface are connected with vertices on the cut edge of the 
shadow those on the external surface, are automatically outer surface, so that the removed piece appears as a 3D 
identified. The points on the surface of the object need not solid. 

by the cYberscalpel as a with the cutting plane. Another algorithm retriangulates the 

For cutting flat bones Such as those of the Skull, the object ,o ces with vertices created by cutting. The cut is represented 

Of differences in the 

be placed CIOW together. At block 802, an algorithm deter- *O can be made as are needed to capture the 
mines the shortest path between the selected locations a d  surgical realistically. Manipulation of the plane 
lO@CallY &fines the Shape of the Cut. At block 803, while and subsequent objects may be facilitated by the use of the 
following along the Path from one Selected location to the Open Inventor toolkit, available from TGS of San Diego, 
next, a vertex is created at the edge of each polygon that is Calif., or any other suitable software. Note that, as with the 
intersected by the path between successive points. Next. at 25 mesher 24, these techniques employed by the cyberscalpel 
block 804 the existing mesh is tessellated (tiled with 26 are not limited to use on the skull OT the jaw, nor to 
polygons) as the origind vertices are connected with the 
new Vertices, i.e., the V"t.h%S which resdted frOm Cutting. several extensions to the above-described techniques can 

At block 805, vertices on the boundary crated by the Cut 3o also be implemented. For example, the cyberscalpel26 may 
on the inner surface are connected with vertices on the provide the capability for the user to reposition the separated 
boundary c r d  by the cut on the outer surface, SO that the components more easily in three-space, in order to properly 
segmented piece appears as a 3D solid when b p u l a t e d -  represent the original geometric structure. This embodiment, 
that is, the thicknesses of the layers cut into are visible. This a series of visualization workstations that are linked together 
effect can be seen in FIGS. 9B, 9C, and 9D. FIG. 9B shows 35 via a network. The number of workstations is essentially 
a display frame with a piece being removed from the skull unlimited. The system includes at least two visualization 
based on user-defined pints .  FIG. 9C shows a display frame workstations (i.e., VCC clients for displaying the data) and 
with a magnified view of the removed skull piece of FIG. an information server that mediates the transmission of 
9B. FIG. 9D shows another magnified view of a removed variables between the clients. Optionally, the information 
skull section, in which the polygons of the mesh are visible, 4o server may reside within one of the visualization worksta- 
including triangles created to COMeCt the h e r  and Outer tions. The VCC component 22 may implement the function- 
surfaces of the skull. This feature provides for a more ality of either the VCC client, the infomation server, or 
realistic, 3D segment of bone to be cut from the original both. 
reconstruction and manipulated. The removed Pi= may be The visualization workstations are not tied to any specific 
outlined by a set of ''handles" by Which the user Can 45 hardware, but in at least one embodiment, are based on the 

many 

anatomical objects generally. 

manipulate the removed fie= Or reattach it to the main OpenGL graphics API of Silicon Graphics Inc. of Mountain 
object. Examples of such handles are shown in FIGS. 9B and view, calif,, which is available on a wide variety of corn- 
9c as the P in ts  COnnected by fines ar01~ml the mnoved puter platforms. Network connectivity is also independent of 
piece of skull. hardware-however, the network protocols for TCPllP 

Using this technique, in contrast with prior virtual surgery 50 (Transport Control ProtocoYInternet Protocol), UDP (User 
tools, points to be connected are not necessarily existing Datagram Protocol), and Multicast UDP are supported. The 
points of the mesh. In addition, in contrast with prior VCC accommodates different levels of hardware resources. 
techniques, the vertices at the boundary of the cut are Refemng to FIG. 12A, the users of two or more client 
connected. computer systems 120 may collaboratively interact with a 

In an extension of the above technique, the user simply 55 displayed 3D object via a network 122. Interaction is coor- 
drags a scalpel-like instrument along the surface of the dinated by the information server 121 on the network 122. 
image, and new points (as well as new polygons) are As noted, the information server may reside within one of 
established precisely along the path. the visualization workstations, as shown in FIG. 12B. The 

For the jaw, a variation of this technique is employed. client systems 120 may be conventional Pcs ,  for example. 
This is because the jaw has an outer, U-shaped surface as 60 The Server 121 may also be a p c ,  although in other 
well as other corresponding inner surfaces that are, however, embodiments, the server 121 may be a workstation, or a 
more irregular. Again, polygon reduction to 50,000 polygons high-end graphics supercomputer, as described further 
is performed. FIG. 10 shows a process used by the cyber- below. The clients contact the information server via an 
scd?pe! fo; cutting the jaw, accordkg ;c a: !east onc address 2 r m s s  th.e network 122, but they 
embodiment. FIGS. 11A through 11D illustrate an example 65 be able to contact one another. 
of what may be displayed to the user during this process. 
FIG. 11A shows a frontal view of a jaw prior to the cutting 

ne? reqgired to 

The VCC 22 described herein is particularly significant to 
the telemedicine arena, in which the space and humanitarian 
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aspects of the can be done by maintaining in memory the 
original geometry of the removed segment(s). The original 
geometry can be viewed as a semitransparent object, much 
like a ghost of the part, so that replacement bones can be 
repositioned within the ghost very easily. Computational 
restoration of the overlying and underlying tissues is desir- 
able here, so that the result of the operation can be viewed 
in advance. In addition, the cyberscalpel26 may be linked 
with other algorithms to provide structural and spatial coor- 
dinate information about the separated components. This 
information can be used as a template, which the user can 
use when harvesting bone from other sites or when fabri- 
cating implants. In the case of the jaw, replacement bones 
may come from the fibula. The fibula can be reconstructed 
with the segments of bone from a representative jaw surgery 
placed above i t  The fibula can then be segmented, using the 
angles of the cuts and lengths of the segments as templates. 
The replacement segments can then the replaced to redefine 
the jaw. 

III. VIRTUAL COLLABORATIVE CLINIC (VCC) 
The VCC component 22 (FIG. 2) is an extension of the 

reconstruction unit 21 that generates a virtual environment 
(the “VCC environment”) that enables multiple users to 
interact in real-time with the same stereoscopic 3D data set. 
One advantageous use for such a system is to examine 3D 
reconstructions of medical data for consultation and diag- 
nosis by medical practitioners who are located in different 
parts of the world. Thus, the VCC environment is particu- 
larly suited to displaying 3D models of anatomical recon- 
structions used in medical diagnoses and treatment planning, 
and the collaborative aspects allow physicians at different 
geographical sites to manipulate these objects as though 
looking at a common display. 

In brief, the VCC architecfure is comprised of, in at least 
one applications are of enormous significance. When space- 
craft are well on their way to Mars, it will be nearly 
impossible to send astronauts back to Earth for treatment. 
Development of a virtual environment, imaging and the 
force-feedback (haptic) devices and technologies will make 
it possible to send sonically scanned data back to Earth for 
visualization, when necessary. The method of treatment can 
be devised by an expert on Earth and put into a virtual 
environment mode. The virtual environment images can be 
communicated to the spacecraft (with minutes of delay, of 
course), where the visualizations can be replayed in virtual 
environment or can be used to drive a slave robotic device. 
An astronaut physician can thus be walked through a 
procedure, and can practice it in virtual environment, before 
working on the ill member of the team. In addition, the VCC 
22 can be used to bring medical services to people in remote 
or poverty stricken areas. The VCC environment provides 
capabilities for information sharing for collaboration, as 
well as data manipulations at each client site, independent of 
other sites. In addition, the VCC environment may include 
graphics service from a graphics supercomputer, as 
described below. 

The VCC provides several features to provide the remote 
interaction capabilities. In at least one embodiment, each 
computer in the collaboration contains a copy of the 3D 
reconstruction to be viewed, and has the graphical and 
computational capabilities to display such an object. Col- 
laboration occurs by linking together the attributes of the 
object (i.e., location, orientation, color, etc.) on each com- 
puter so that a change to an attribute on one computer is 
immediately propagated to all the other participants’ com- 
puters. Functionally, this system allows an individual to 

12 
manipulate an object in space and show a particular aspect 
of the model to the other participants, as though they were 
all looking at a common screen. A pointer is programmed 
into the software, permitting a participant to point out salient 

5 structures to others as a discussion takes place. 
Implementation of the VCC environment may be hin- 

dered on any one or more of the client computers 120, due 
to limitations in the computational andor  graphical capa- 
bilities of such client computer(s), particularly if such client 
computers are lower end PCs. However, the prevalence and 
relatively low cost of PCs (in comparison to other platforms) 
makes it desirable that the VCC component 26 run on PCs, 
SO a large degree of scalability is provided. Multiresolution 
representations of the mesh models are used in the VCC 

15 environment to accomplish this. For example, by switching 
to a low resolution version of a model (for example, a model 
having 1/50 of the triangles in the full model) during user 
interactions, the manipulation of an object takes on a real- 
time quality which allows the user to precisely position an 

2o object by hand. Upon completion of the manipulation, a high 
resolution version of the data is displayed, causing a slight 
delay but not interfering with the users actions, since the 
object is no longer being manipulated. 

There may be situations in which the display of the high 
25 resolution data on a PC is simply not practical, because the 

dataset is so large that it could take minutes to render the 
image. Extending the idea of multiresolution display, the 
VCC described herein allows a graphics supercomputer to 
render a stationary, high resolution dataset, and to distribute 

3o the images to all of the participating client sites as their high 
resolution display. Using the capabilities of a high- 
bandwidth network such as the Next Generation Internet, a 
technique for real-time capture and transmission of images 
from the graphics supercomputer may be implemented. As 

35 described further below, this implementation uses a muiti- 
cast distribution method to send the images out to all the 
client sites, allowing a server to provide images for poten- 
tially hundreds of client sites simultaneously. A key benefit 
of this component is the elimination of the need for high 

4o speed graphics systems at the client sites, allowing an 
institution to leverage a single high speed graphics system 
through their organization. 

The first step in launching the VCC environment is to start 
the information server. This is a discrete piece of software 

45 from the VCC itself, and may be left running as a service on 
a machine assigned as the information server. At least one 
embodiment, the information server is the World2World 
toolkit of SENSES Corporation of Mill Valley, Calif. FIG. 
13 illustrates the procedure for starting the VCC application. 

On startup, the VCC component 22 implementing the 
client application performs the following procedure. At 
block 1301, an OpenGL display environment is created. At 
block 1302, the 3D object database is detected and loaded. 
At block 1303, a connection to the information server is 

55 established. A block 1304 the minimum shared variables and 
properties are created. In at least one embodiment, the 
minimum shared variables and properties are: 1) location 
and orientation of the camera (users viewpoint) in the virtual 
environment; 2) lighting applied to the scene; 3) name of the 

60 current object to display; and 4) name and state of any 
devices (i.e., the mouse or a third tracking device) connected 
to the workstation. If another client has already created any 
of these variables on the information server, the server 
associates the corresponding variables and properties 

The general operation of the VCC environment is as 
follows. Upon successful startup of the client, the user may 

50 

65 between client sites. 
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load one of the 3D objects in the database into the viewing during manipulations. Note that this is the main reason 
environment via a menu selection. Once an object has been behind sharing all of the information in the scenegraph 
selected, the name of the object is sent via thc information except the geometry. 
Server to all the other clients and triggers a load of the same of the multiresolution 
object at each client site. If the object is not available in a 5 display process. At block 1401, the image is rendered on a 

loaded to indicate failure to find the desired object. The for manipulating the image is received at block 1402, then failure is also signaled to the information server, which then 

user input (it. ,  rotation, translation, etc.) while being ren- the clients that do not already have it. 
lo dered at a lower resolution (based on the appropriate model 

Each Object is embedded in a scenegraph’ which is an in the scenegraph). If, at block 1404, the user inputs are 
organizational tree used to store all the properties of the being received from a local user, then at block 1405, shared object, such as geometric information about the object, variables representing the user inputs are transmitted to the spatial orientation, lighting conditions, colors, etc. Each remote participants. scenegraph is analyzed as it is loaded, and all the variables 15 
and properties in the scenegraph (except the geometry itself) Optionally, the vcc environment may include a graphics 
are created as shared variables and linked through the supercomputer server. The purpose Of such an embodiment 
information server. Modification of any property due to is to leverage the speed of a graphics supercomputer for very 
scene manipulation is then automatically propagated to all large 6.e. highly detailed) objects that would not be render- 
the other clients, providing the collaborative aspect of h e  able On a Pc desktop system. An Of such an 
system. 2o embodiment is illustrated in FIG. 15. In this example, the 

Click-and-&ag operations or operations network 122 is a high-bandwidth network between all 
using oher clients 120 participating in the collaboration. The graphics 
manipulation of the scene. Modifications of server 123 runs a client application 124 identical to that of 

F I ~ .  14 illustrates an 

Particular a simp1e shape (e.g.7 a is client system statically at high resolution. If the user input 

requests the originating client sends the object data to at 1403* the image is updated to reflect the 

devices are used to perform 
such 

as color or opacity, are performed via menu operations and 25 the vcc 
dialog boxes. When a user loads a new object, all of the 

are destroyed and r e p l a d  by those in the new scenegraph. 

systems but contains a 
Process 125 designed to capmre the imaSe created by the 

shared associated kth the old object scenegraph display system and transmit it to the VCC client systems 

123, the VCC clients 120 display this image rather than the vcc is generating their own through the local display system. In at independent of the infomation server. Within the VCC 30 least one embodiment, the graphics s ~ e r  123 is an onxy2 
client, a transmission queue is created that holds information system with InfiniteReality2 graphics, from Silicon Graph- that must be sent to the information server. Modification of ics Ine. a shared variable cause the variable and its new value to be 
placed in the queue, where it is held until the transmission The graphics Server Process Operates in two modes: 1) 
function is executed. ne transmission function gathers all 35 continuous transmission of images, akii to streaming video, 
the variables in the queue and sends them as a list having and 2) single-frame transmission in response to an event in 
entries in the form (variable, value) to the Server the program. Mode “1)” is used if the VCC clients are not 
for redishbution. server system that can h a e  data of expected to perform any local rendering. Mode “2Y’is used 

120. ‘Pon reception Of the image from the graphics Server 

Of the shared 

this form may be used as the information server-examples 
are Microsoft’s DCOM, Sun’s Java Shared Data Toolkit, or 
the WorldZWorld toolkit from Sense8. A timer is used to 
trigger when the transmission function is executed-for 
example, transmission every 50 milliseconds may be suit- 
able. 

The display routines of the VCC are compatible with 
different hardware having vastly different graphics perfor- 
mance. The general technique is referred to as multi- 
resolution display. In essence, several representations 
(models) of each 3D object are created, each model having 
an order of magnitude less geometry components than the 
last. A11 of these models are stored in the scenegraph, and the 
VCC chooses one of them to display based on a series of 
pre-set criteria. One such criterion is response time to user 
manipulations. For example, rotations of an object by drag- 
ging the mouse should produce a smooth, animated 
sequence of rotations that track the users movements in real 
time. However, another criterion may be object detail when 
the object is static, provided the user does not have to wait 
too long for the static image to be rendered. As noted above, 
displaying one of the lower resolution images during scene 
manipulation and then displaying a higher resolution image 
when stopped accomplishes these goals. Providing informa- 
tion to the VCC about the graphics capability of the specific 
hardware at a client site aiiows the system to choose the 
appropriate levels of detail for these operations. Thus, dif- 
ferent users linked in the VCC collaboration may be looking 
at the same object, but at different levels of detail, especially 

if fhe VCC clients are expected to render the low resolution 
4o images during manipulation of the object, but receive the 

high resolution static display from the graphics server. 
The overall operation of the graphics server process is 

described now with reference to FIG. 16. At block 1601, the 
image is captured from the OpenGL frame buffer. At block 

45 1602, the image is compressed for transmission. At block 
1603, the image is transmitted to the VCC clients. More 
specifically, as described further below, individual portions 
of an overall image are compressed and transmitted sequen- 
tially. 

Standard methods for capturing and sending images 
across a network are generally insufficient for purposes of 
this embodiment. The most common solutions are MPEG 
encoding or Apple QuickTime encoding of the video stream, 
which can be performed with specialized hardware to allow 

55 frame rates on the order of 30 frames per second. However, 
these solutions are limited to NTSC and PAL screen 
resolutions, which are insufficient for the very high resolu- 
iionns displays needed for this applicatioo (e.g., 1024x1024 
true color pixels). Software encoding using these standards 

60 is possible, but they are computationally intensive and 
cannot be performed in real-time on images extracted from 
the OpenGL frame buffer. Even in the case of single frame 
transmission, the software implementations of MPEG and 
Q~ickTim m d d  tdce 10-100 times longer than is desired. 

Consequently, the present technique employs a run length 
encoding (=E) compression routine that can operate on a 
typical image in less than 70 msec, and provide a compres- 

50 
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sion ratio in the range of 3:l to 6:1, depending on image data flow coming out of the graphics server is regulated to 
content. Even with a 6: 1 compression, typical 3D medical minimize packet loss, at the expense of frames per second. 
images to be transmitted may be about 8 Mb ( 1 0 2 4 ~ 1 0 % ~  When transmitting data at a very high data rate, too many 
3x2 for stereo display). A single data stream to a vcc client packets may be lost, resulting in noticeable image degrada- 
at 10 frames Per second would require 80 M b k c .  Multiply 5 tion on the client systems. Accordingly, it may be desirable 
this bandwidth by the number of clients, and transmission to maintain an average data rate that is lower than the 
can become extremely difficult. A solution is to use the maximum rate, to reduce the number of lost 
multicast addressing protocol, which allows a single data packets. creating timers in the graphics server trans- 

client receivers. One aspect of the multicast protocol is that 1o time and the other to regulate inter-frame transmission time, 
the packet size (the basic unit of information transmitted can be used to accomplish this. These parameters can be 

in size; consequently, the overall image is broken into many conditions change, the transmission rate can be 
packets for transmission. Another aspect of the multicast accordingly. 
protocol is that transmission of each piece of information is 

The transmission process, therefore, is described further 
with reference to FIG. 18. At block 1801, the server deter- unreliable-that is, it is impossible to guarantee that a 

specific packet arrives at a particular client. Because some mines if a packet is available for transmission. If the frame 
number of the packet indicates that the packet is for a new 

portion of an image could be lost, and the VCC client must 

frame at block 1802, then it is determined at block 1803 be able to reconstruct a partial image if information is 

20 whether the inter-frame timer has expired. If the packet is missing, this factor is accounted for in the transmission 

1805, described below. If the packet is for a new frame and below. 
retain all Of the image the inter-frame timer has not expired, the procedure loops at 

information if it is to be decoded properly. Because infor- block 1803 until the inter-frame timer has expired. Once the mation could be lost in transmission, a modified W E  25 inter-frame timer has expired, the timer is reset at block 
method is used to selectively encode smaller portions of the 1804, at block Iso5, it is determined whether the 

to leave the graphics addressed for mission routines, one to regulate inter-packet transmission 

aCTOSS the network by the protocol) is on the order Of 1.5 Kb modified while the system is operating, so that if network 

routines imp1emented the graphics server, as described not for a new frame, the procedure directly to block 

The image encoding 

image that can fit in a single packet. Rather than base the inter-packet timer has expired. If not, the procedure loops at 
block 1805 until the inter-packet timer has expired. m e n  

routine starts data a the inter-packet timer has expired, the packet is transmitted, 
On a image size, the 

file size is reached, at which point it restarts and creates a 3o and the inter-packet timer is 
new packet. Finished packets are handed off to the trans- 
mission routines, and sent immediately to the VCC clients. 

whole image this image fragment should be decoded, and 
which image frame number it belongs to in case fragments 
of multiple images arrive at a VCC client. 

described further with reference to FIG. 17. At block 1701, 

at block 1806. The 
procedure then repeats from block 1801. 

processes many run in separate threads for greater efficiency. 
If a single image is being sent, then the sequence of events 

35 is serial. However, in the streaming video mode, transmis- 
sion of a given frame may occur concurrently with com- 

frame. Such rate to be 

Each packet also contains a header specifying where in the Note that the com~ession~ and transmission 

Thus, the Process imp1emented by the graphics server is pression of the next frame and capture of a subsequent 
operation allows the the graphics Server limited only by the slowest process of the three and can 

frame buffer' the the image using 40 increase the number of frames sent per second 
the image from the openGL 

RLE encoding at block 1702, and checks the size of the 
encoded image at block 1703. When the encoded image 
reaches the specified size (block 1703), the server marks the 

for complex 
Thus* a method and apparams have been for 

position in the image and halts the to 
1704. At block 1705, the server creates a header specifying 45 collaboratively view and manipulate high-quality, high- 

encoding at block enabling a number Of geogmPhically distributed 

resolution, 3D images of anatomical objects based on tomo- where in the image the RLE encoding began, exactly how 
large is the image, and attaches the image graphic data. Although the present invention has been 

image frame. ne Server combines the header and RLE embodiments, it will be evident that various modifications 
encoded image into a packet at block 1706, and marks the so and changes may be made to these embodiments without 

image has been compressed and transmitted (block 1708), as set forth in the claims. Accordingly, the specification and 
then the ends; othen*rise the RLE compression is drawings are to be regarded in an illustrative sense rather 
reinitiated at block 1709 from the location in the image at than a restrictive sense. 
which the previous encoding was halted, and routine repeats ss what is claimed ": 

1. A method of enabling users of a plurality of networked from block 1703. 
computer systems to collaboratively view and manipulate At a VCC client, each packet received is decoded and 
images of an object, the method comprising: placed in the image at the location specified by the header in 

the packet. when packets with a larger frame number -ve, causing corresponding images of the object to be dis- 
the VCC client assumes that all packets have been sent for 60 played On c~~ Of a plurality Of systems at a 

first resolution; the current frame and transfers the image to the screen. If 
packets have been lost, then errors in the image will be seen receiving, at one of the computer systems, User input 
at the VCC client. specifying a manipulation of the image; 

Network equipment that is currently available cannot, in transmitting information indicative of the user input to 
practice, handle the bandwidth required for the applications 65 each of the other computer systems; 
described above, without substantial loss of data packets. updating the image displayed on each of the other com- 
Because a reliable transmission protocol is not available, the puter systems substantially simultaneously to depict the 

frame number generated by the graphics S m e r  for this described with reference to specific 

packet as ready for transmission at block 1707. If the entire departing frorn the broader spirit and %Ope Of the invention 
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manipulation, including displaying the image at a sec- 
ond resolution lower than the first resolution while said 
manipulation is being depicted; and 

displaying the image on each of the computer systems at 
the first resolution when depiction of the manipulation 5 
is complete. 

2. A method as recited in claim 1, further comprising 
maintaining a model of the object at the first resolution and 
a model of the object at the second resolution, wherein said 
updating comprises switching from using the first model to 
using the second model to display the image. 

3, A method as recited in claim 1, wherein the image 
displayed by each of the computer systems may be a 
three-dimensional image. 
4. A method as recited in claim 1, wherein said displaying 

comprises displaying changes of the object over time. 
5. A method of enabling a plurality of geographically 

distributed users to collaboratively view and manipulate 
images of an object, the method comprising: 

maintaining a data structure including data EPRsenting 

variables shared by each of a plurality of remote 
processing systems, the data structure further including 

sponding to a different image resolution; 
data to each Of the remote processing Vs- 

tems based on the data structure to allow the image to 
be displayed on each of the remote processing systems, 

models; and 
coordinating transmission of user inputs and values of 

shared variables applied at each of the client systems to 
allow the image displayed on each of the client systems 

applied at each other client system. 

multicasting each packet that is ready for transmission to 
each of the remote client systems to allow each of the 
client systems to display the image of the object based 
on the packets; and 

coordinating transmission ofuser inputs applied at each of 
the client systems to allow the image displayed on each 
of the client systems to be updated in real-time in 
response to user inputs applied at each of the other 
client systems. 

10. A method as recited in claim 9, wherein said main- 
taining comprises selecting said models of the object so as 
to cause the image to be displayed on each of the client 
systems at a reduced resolution during a user manipulation 
of the image at one of the client systems. 

11. A method as recited in claim 9, wherein said preparing 
comprises: 

compressing the portion until the portion reaches the 

combining the compressed portion into a packet with 

15 

specified image size; 

the object, the data Structure including a plurality Of 2o information indicating a position of said portion within 
the image; and 

the packet as ready for transmission. a Plurality Of Of the Object, each corre- 12. A method as recited in claim 9, wherein said multi- 
25 casting further comprises regulating a data transmission rate 

to control the number of packets lost during transmission. 
13. A method as recited in claim 9, wherein said coordi- 

nating comprises: 
dynamically from the Plurality Of receiving “dues of shared from each ofthe 

30 remote client systems, the values representing user 
inputs applied at each said remote client system; and 

using the values to update the data structure. 
to be updated in real-time in response to user inputs 14. A method Of a plurality Of geosaphically 

distributed users to collaboratively view and manipulate 
6. A method as recited in claim 5, further comprising 35 images of an object in real-time, the method comprising, at 

a server processing system: 
a data Structure including data representing 

the object, the data structure including a plurality of 
properties of the object and variables shared by each of 
a plurality of remote client systems, the data structure 
further including a plurality of models of the object, 
each model representing an image of the object at a 
different resolution; 

selecting said models of the object for said multicasting so 
as to cause the image to be displayed on each of the client 
systems at a reduced resolution during a user manipulation 
of the image on one of the client systems. 

7. A method as recited in claim 6, wherein at least one of 
the client systems is configured to display changes of the 
object over time. 

8. A method as recited in claim 5, further comprising, for 
each of a plurality of consecutive portions of the data 45 
representing the object: 

compressing the portion until the portion reaches the 

combining the compressed portion into a packet with 

setting a specified image size; 
sequentially preparing each of a plurality of consecutive 

portions of the data representing the object for 
transmission, based on the data structure, by 
compressing the portion using run length encoding 

until the portion reaches the specified image size, 
combining the compressed portion into a packet with 

information indicating a position of said portion 
within the image, and 

specified image size; and 

information indicating a position of said portion within 50 
the image. 

9. A method of enabling a plurality of geographically 
distributed users to collaboratively view and manipulate 
images of an object in real-time, the method comprising, at 
a server: 

maintaining a data structure including data representing 
the object, the data structure including a plurality of 
variables shared by each of a plurality of remote client 
systems, the data structure further including a plurality 
of models of the object, each model corresponding to a 60 
different image resolution; 

sequentially preparing a packet of each of a plurality of 
consecutive portions of the data representing the object 
for transmission to the remote cIienl system, based on 
the data structure, including selecting said models of 65 
the object according to display capabilities of the 
remote client systems; and 

marking the packet as ready for transmission; 
sequentially multicasting each said packet that is ready for 

transmission to each of the remote client systems to 
allow each of the client systems to display an image of 
the object based on the packets; and 

coordinating transmission of user inputs applied at each of 
the client systems to allow the image displayed by each 
of the client systems to be updated in real-time in 
response to user inputs applied at each other client 
system, said coordinating including 
iexciving valucs of said shared mzables kern each af 

the remote client systems, the values representing 
user inputs applied at each said remote client system, 

55 
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using the values to update the data structure. 
15. A method as recited in claim 14, wherein said pre- 

paring comprises appropriately accessing said models of the 
object so as to cause the image to be displayed on each of 
the client systems at a lowered resolution during a user 
manipulation of the image one of the client systems. 

16. A method as recited in claim 14, wherein said trans- 
mitting comprises regulating a data transmission rate to 
control the number of packets lost during transmission. 

17. An apparatus for enabling a plurality of geographi- 
cally distributed users to collaboratively view and manipu- 
late images of an object, the method comprising: 

means for maintaining a data structure including data 
representing the object, the data structure including a 
plurality of variables shared by each of a plurality of 
remote processing systems, the data structure further 
including a plurality of models of the object, each 
model corresponding to a different image resolution; 

means for multicasting data to each of the remote pro- 
cessing systems based on the data structure to allow the 
image displayed on each of the remote processing 
systems, including dynamically selecting from the plu- 
rality of models; and 

means for coordinating transmission of user inputs 
applied at each of the client systems to allow the image 

displayed on each of the client systems to be updated in 
real-time in response to user inputs applied at each 
other client system. 

18. An apparatus as recited in claim 11, hrther compris- 
5 ing means for selecting said models of the object for said 

multicasting so as to cause the image to be displayed on each 
of the client systems at a reduced resolution during a user 
manipulation of the image on one of the client systems. 

19. An apparatus as recited in claim 17, further compris- 

means for compressing each of a plurality of consecutive 
portions of the data representing the object until each 
said the portion reaches a specified image size; and 

means for combining each compressed portion into a 
packet with information indicating a position of said 
portion within the image. 

20. An apparatus as recited in claim 17, wherein said 
means for coordinating comprises: 

means for receiving values of said shared variables from 
each of the remote processing systems, the values 
representing user inputs applied at each said remote 
client system; and 

means for using the values to update the data structure. 

io ing: 
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